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Abstract 
A circuit simulator with parallel waveform relaxation (PWR) has been made to be effective through 
distributed computing. Its work is comparable with other PWR using parallel computing [1]. It is more 
flexible, economical and resource independent. 
KEY WORDS: circuit simulator, waveform relaxation, parallel computing, socet, UNIX, network 
Fig. 8., Ref. 5. 

Introduction 
Parallelization of both direct method and the relaxation method [2] has been researched on different 

computing platforms for many years. Another 
way of parallelization - distributed computing 
thought UNIX Berkeley socket interface [3] 
for the client and server model has been 
developed (fig. 1). Such a computer model 
contains a number of node computers that are 
called client and a gateway which is used to 
share data and to synchronize execution among 
clients. Thus, the gateway should have a large 
memory size for all clients to access; Share 
Memory applies for this purpose. Considering 

this computer model, we can develop a les of cost and effective, high flexibility parallel computing 
environment for the PWR simulator. This computer model can be separated into three parts: user 
terminal, clients and gateway. 

Programming technique description 
Clients: Contain server socket interface and simulator based on MNA method [4]. The main function 
of the client is to solve individual subcircuit and transfer results to gateway. Gateway: Both, server 
socket and client socket interface and share memory that has been employed for Inter-process 
Communication (IPC) [3]. The gateway synchronizes the message flow; partitions circuit to 

subcircuits, orders the 
subcircuits and more 
importantly schedules 
the subcircuits [5]. User 
Terminal: Owns client 
socket for transferring 
circuit information and 
results between user 
terminal and gateway. 
The relationships 
among clients, gateway 
and user terminal are 
shown in fig. 2. 
Firstly, circuit 
information is read in, 
analyzed and then 
transferred to gateway 
by a user terminal 
program though socket 
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connection. Secondly, 
gateway receives 
circuit data, 
distributes and stores 
it into share memory 
and sets flags to 
activate specified 
clients. Thirdly, at the 
same time, client 
processes have been 
triggered so that there 
are message flows 
among clients and 
gateway concurrently 
until convergence 
criterion of the 
waveform is met. 
Finally, user terminal 

which has a socket connection will close after the user receives simulation results from gateway while 
socket connection among clients and gateway still connect so that the gateway can wait for another 
simulation request. 

Data dependency 
Considering the parallelization for parallel 
waveform relaxation simulator, data-
dependent analysis among clients is very 
important for optimizing simulation time. 
The presence of dependence between two 
computations implies that they cannot be 
performed in parallel. fig. 3 shows the data 
dependency among clients and gateway 
using example circuit in fig. 4 with Gauss-

Seidel algorithm. Also, the dependency equations have been listed in (1), (2) and (3) with Gauss-Seidel 
algorithm; besides, a Gauss-Jacobi version of the WR algorithm for (1), (2) and (3) can be obtained by 
replacing for each statement with for all statement and adjusting the iteration indices. 

                                                
(1) 

                                                                   
(2) 

                                                                                  
(3) 

                                    (4) 

As we can see from fig. 4, dependency affects the parallelism where two data flows will achieve one 
iteration because of dependency between V1, V2 and V3. At first data transfer cycle, subcircuit #1 and 
subcirucuit #3 return results which are used for input of subcircuit #2 in next data transfer cycle where 
subcircuit #1, subcircuit #2 and subcircuit #3 are partitioned subcircuits by gateway. Therefore parallel 
processing has been achieved by #1 and #3 running concurrently. 

Simulation results 
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In the example shown on fig. 4, 
we use both Gauss-Jacobi and 
Gauss-Seidel [5] iterative 
methods to evaluate the circuit 
simulator. Actually, we found 
that Gauss-Seidel iterative 
method has shown superior then 
Gauss-Jacobi iterative method 
within same number of iterations. 
Since from the PWR simulator, 
the number of iteration for 
Guass-Jocabi iterative method 
needs 12 iterations while Gauss-
Seidel only needs 6 iterations for 
the same convergent condition. 
We also can explore, that data 

generated from the simulator should on approaches the analytical results as number of iteration 
increases for both iterative methods. 
The Parallel Waveform Relaxation is performed by the simulator to obtain waveform information. 
Both Gauss-Seidel method and Gauss-Jacobi iterative methods have been used to simulate the example 
circuit in fig. 4 and the waiting results. The analytic solution of V1, V2, and V, derived from the Laplace 
Transformation are given by (5), (6) and (7). It is obvious to see that the waveform generated by the 
project simulator converges to the analytical solution after certain iterations. 

 

 

 

Transmission line analysis 
It will be demonstrated in more detail that this project simulator is most suitable for simulation of VLSI 
interconnected circuits as indicated in fig. 5, taking advantage of the natural boundaries provided by  
 

 

transmission lines for circuit partitioning. For example, as, shown in fig. 6,7, the circuit is consist of RC 
elements. We can partition it into two sub-circuits. Each one is analyzed in different computer and the 
output is as shown in fig. 8. 

Conclusions 
The method of Parallel Waveform Relaxation using different iterative methods to simulate a simple 
circuit is described in this paper. The presentation for the case of linear circuits is not shown. The 
method works for nonlinear circuits as well and will be described in more detail in the future. 
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